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ABSTRACT
Optimising the assignment of tasks to workers is an effective ap-
proach to ensure high quality in crowdsourced data - particularly in
heterogeneous micro tasks. However, previous attempts at hetero-
geneous micro task assignment based on worker characteristics are
limited to using cognitive skills, despite literature emphasising that
worker performance varies based on other parameters. This study
is an initial step towards understanding whether and how multiple
parameters such as cognitive skills, mood, personality, alertness,
comprehension skill, and social and physical context of workers
can be leveraged in tandem to improve worker performance estima-
tions in heterogeneous micro tasks. Our predictive models indicate
that these parameters have varying effects on worker performance
in the five task types considered – sentiment analysis, classifica-
tion, transcription, named entity recognition and bounding box.
Moreover, we note 0.003 - 0.018 reduction in mean absolute error of
predicted worker accuracy across all tasks, when task assignment
is based on models that consider all parameters vs. models that
only consider workers’ cognitive skills. Our findings pave the way
for the use of holistic approaches in micro task assignment that
effectively quantify worker context.

CCS CONCEPTS
• Human-centered computing → Computer supported coop-
erative work; • Information systems→ Crowdsourcing.

KEYWORDS
crowdsourcing, task assignment, worker factors, performance
ACM Reference Format:
Senuri Wijenayake, Danula Hettiachchi, and Jorge Goncalves. 2023. Com-
bining Worker Factors for Heterogeneous Crowd Task Assignment. In
Proceedings of the ACM Web Conference 2023 (WWW ’23), April 30–May
04, 2023, Austin, TX, USA. ACM, New York, NY, USA, 12 pages. https:
//doi.org/10.1145/3543507.3583190

1 INTRODUCTION
Crowdsourcing provides cheaper, faster and easier access to a mas-
siveworkforcewith diverse capabilities and expertise in comparison
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to traditional data collection methods. Consequently, crowdsourc-
ing is increasingly been used for Machine Learning research to
curate training datasets that feed into different machine learning
models that often make critical decisions [70, 81, 82]. Therefore,
ensuring quality of crowdsourced data (quality control) - particu-
larly in situations where task requesters have limited visibility of
workers’ background and skills - has become an interest of many
researchers [14, 35, 51, 82].

A recent survey broadly categorised quality control methods
as pre-execution (e.g., improving task design and training work-
ers [20, 27]), post-processing (e.g., filtering workers after data col-
lection [60]), and online methods - the latter being particularly
effective in heterogeneous micro task environments [35]. Among
different online methods that have been recommended for quality
control, “task assignment” or dynamically matching workers with
micro tasks that are most suitable for them has been extensively
researched [28, 34, 37, 39]. However, the task assignment litera-
ture predominantly focuses on assessing worker suitability based
on their cognitive ability - including but not limited to i.e., cogni-
tive flexibility, working memory and inhibition control [28, 34, 37].
While this approach has been successful in improving worker per-
formance in comparison to Expectation Maximisation based (e.g.,
QASCA [86]) and history-based methods (e.g., 1000 HITs completed
with an approval rate of 95% or above [67]), its exclusive and hence
limited focus on workers’ cognitive ability does not account for
other worker factors that can also impact their performance.

Therefore, this study investigateswhether and how crowdworker
performance (and thereby data quality) in heterogeneous micro
tasks can be improved by considering worker factors other than
their cognitive ability for task assignment. More specifically, we
analyse effects of a curated list of worker factors that can impact
worker performance - i.e., their mood [87], personality [47, 48],
comprehension skills [57], alertness [26, 31], social context [42],
workstation [38], and time of day [38] - together with workers’
cognitive ability, on worker performance (task accuracy) in five
micro tasks (i.e., Sentiment Analysis, Classification, Transcription,
Named Entity Recognition, Bounding Box). Moreover, we compare
effects of these factors in low vs. high complexity trials in the five
micro tasks considered, to account for potential differences [73].

Our results - based on data collected from 315 crowd workers
recruited on Mechanical Turk - indicate that predicting worker
performance accounting for the aforementioned worker factors
in tandem, rather than exclusively focusing on workers’ cognitive
ability results in more accurate worker performance estimations
(with 0.003 - 0.018 reduction in mean absolute error) in all five
micro tasks considered. Moreover, a simulated task assignment
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shows that these improved performance estimations can realisti-
cally optimise task assignment in the five micro tasks considered.
We discuss implications of our findings on the future of task assign-
ment, particularly as micro crowd tasks are becoming more and
more heterogeneous.

2 BACKGROUND
2.1 Worker Factors for Performance Estimation
Researchers have experimented with different methods such as
qualification tests [43], reputation scores [67], previous answers
for tasks [49, 86] for worker performance estimation. However, the
predominant focus has been on using different worker factors for
this purpose including (but not limited to) their cognitive ability
and other skills, mood, personality, social and physical context [35].

2.1.1 Cognitive Ability. Researchers have explored using cognitive
ability measurements to estimate worker performance in crowd-
sourcing contexts to optimise micro task assignment [23, 28, 34,
37]. For example, a study by Goncalves et al. [28] used 8 Factor-
referenced Cognitive tests (by ETS) [21] to measure visual and
fluency-based cognitive ability of 24 individuals and compared their
cognitive ability with task performance in typical micro crowd tasks
that appeal to visual (e.g., item recognition) and fluency (e.g., senti-
ment analysis) skills. Despite being conducted in a lab setting with a
limited number of participants, findings of the above study suggest
the possibility of reliably measuring cognitive skills of workers, that
in turn can be used to optimise task assignment in crowdsourcing
environments.

Hettiachchi et al. [34] further investigated the use of cognitive
ability for performance estimation. They used 5 standard, fast-paced
cognitive tests that are more-suited for the dynamics of crowdsourc-
ing environments, to quantify cognitive ability of workers under
three brain functions - Inhibition Control, Cognitive Flexibility,
and Working Memory. The authors noted specific correlations be-
tween the three executive brain functions and micro crowd tasks
considered. For instance, workers who demonstrated higher Inhi-
bition Control (ability to control impulsive responses) performed
better than others in sentiment analysis tasks, whereas workers
with higher Cognitive Flexibility (ability to switch between mental
processes) showed higher performance in transcription tasks. A
more recent study implemented a dynamic framework that can
recommend or assign heterogeneous micro tasks to crowd workers
based on their performance in cognitive ability test [37]. They note
that both task assignment and recommendation based on worker
performance estimations that account for their cognitive ability can
significantly improve worker performance compared to a generic
or random task assignment in heterogeneous micro tasks.

2.1.2 Personality. Following up from studies that indicate correla-
tions between personality traits of individuals and their work per-
formance in offline environments [41, 65], researchers have investi-
gated how crowd worker personality - captured in terms of the Big-
five personality traits i.e, Openness, Conscientiousness, Extraver-
sion, Agreeableness and Neuroticism [45] - impact their perfor-
mance in a variety of crowdsourcing tasks [40, 47, 48, 61, 62]. For ex-
ample, studies note that workers who demonstrate higher Openness,

Conscientiousness and Agreeableness tend to perform better in rel-
evance labelling tasks, whereas those who indicate higher scores
for Neuroticism tend to display poorer performance [47, 48]. On the
other hand, workers’ Conscientiousness and Extraversion scores
have been seen to positively correlate with performance in transla-
tion and transcribing tasks, while Neuroticism scores continue to
display a negative correlation with task performance [40, 61]. More-
over, research shows that for tasks that require creativity, workers
with higher Openness, Conscientiousness are best-suited [62].

2.1.3 Mood. Zhuang and Gadiraju [87] found that workers’ self-
reportedmood - captured using the “Pick-A-Mood” (PAM) scale [16]
and categorised as pleasant, unpleasant and neutral - impact their
perceived engagement and feeling of accomplishment when com-
pleting crowd tasks. More specifically, workers who reported to be
in a pleasant mood perceived higher benefits from completing tasks
in comparison to workers in an unpleasant mood. Furthermore,
a study by Morris et al. [59] shows that temporary priming for
positive moods by displaying pleasant pictures (e.g., baby pictures)
to crowd workers can improve worker performance (output quality)
in idea generation tasks.

2.1.4 Worker Skills. Priorwork has explored using differentworker
skills i.e., computer literacy and language literacy to optimise task
assignment in crowdsourcing environments [57, 61]. For instance,
Mavridis et al. [57] discuss the possibility of using a taxonomy-
based skill model to estimate worker performance in computer sci-
ence related tasks, by comparing the distance between the skills that
workers possess to skills required to complete a specific task well.
The authors use a 58-item multiple-choice quiz to assess worker
skills in this experiment. Another study by Mourelatos and Tza-
garakis [61] analysed self-reported data on computer and English
literacy of crowd workers to note positive correlations between
these skills and worker performance in a transcribing task where
workers listened to a music sample and transcribed its lyrics (in
English).

2.1.5 Alertness. Quality of worker submissions to crowd tasks also
depend on their alertness and how attentive they are to the task at
hand [50, 56, 75]. Consequently, crowdsourcing experiments that
use surveys for data collection often include attention-check ques-
tions to assess whether workers are paying attention during the
task [53, 83]. Typically, these questions are based on the task at
hand, are objectively verifiable and can be completed without much
effort if attentive. However, worker alertness measured through
attention-check questions has only been used as a measure of qual-
ity control in crowdsourcing environments, where workers who
fail attention check questions are filtered and their work rejected,
post-submission [29, 30, 50, 56, 75].

2.1.6 Worker Context. Worker context in terms of their social situ-
ation (alone or with others), workstation from where they complete
the HIT, and the time of day can also impact crowd worker perfor-
mance. For example, Ikeda and Hoashi [42] observe that workers
when required to answer a questionnaire after watching a 3-minute
video are less likely to complete the task or spend less time working
on the task when surrounded by others, in comparison to when they
are alone. The authors further note that workers surrounded by
others often displayed lower task accuracy, signifying the effect of
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workers’ social context on their task performance. Moreover, work
by Mao et al. [55] and Chandler and Kapelner [8] indicate that the
time of day when workers attempt crowd tasks can also impact their
engagement and performance. Additionally, in a study that used
crowdsourcing to answer healthcare-related questions, authors note
highest engagement from crowd workers in mid-morning to after-
noon hours followed by evening hours, in contrast to much lower
engagement at night [76].

A recent study that surveyed self-reports of AMT crowd workers
on their preference for accepting diverse crowd tasks at different
times of the day, found that workers generally prefer morning
hours the most - followed by evening, afternoon and night hours -
to complete HITs [38]. Furthermore, the same study also analysed
if workers’ would prefer completing specific tasks over others, de-
pending on their workstation (i.e., a dedicated primary workstation,
a temporary workstation, or while commuting). While the authors
found no significant effects from workers’ workstation on their
task acceptance, they note that workers generally preferred to com-
plete HITs from a dedicated workstation. However, this study only
looked at workers’ preference and did not investigate the impact of
these contextual factors on worker performance.

3 METHOD
In this study, we aim to determine how different worker factors can
affect their performance in a set of typical micro crowd tasks. We
used different tests to measure workers’ cognitive ability, person-
ality, mood, alertness, and comprehension skills. Further, we used
questionnaires to capture worker context and time during which
the HIT (i.e., Human Intelligence Task) was completed.

3.1 Measuring Worker Factors
3.1.1 Cognitive Tests. We measure workers’ cognitive ability with
respect to three executive brain functions - inhibition control, cog-
nitive flexibility and working memory - using five cognitive tests.
Inhibition control determines our ability to control impulsive (or
automatic) responses and take appropriate action based on rea-
soning [6], and can be measured using Stroop and Flanker tests.
Working memory is the “amount of information that can be held in
mind and used in the execution of cognitive tasks” [10] which we
quantify using N-back and Pointing tests. We use a Task Switching
test to measure workers’ cognitive flexibility which is “the readiness
with which one can selectively switch between mental processes to
generate appropriate behavioural responses” [11]. These cognitive
tests were previously used in a series of studies by Hettiachchi et al.
[34, 37] to measure crowdworkers’ cognitive ability with respect
to the three executive functions of the brain.

Stroop Test [54, 77]: The Stroop test requires participants to
indicate the font colours of a series of words displayed on the
screen using their keyboard. The font colour could be red, blue
or green and participants can press the first letter of the relevant
font colour (e.g., “R” for red) on their keyboard. During the test,
participants encounter three types of trials - incongruent, congruent
and unrelated. In incongruent trials, a colour name is displayed in
a different font colour, as shown in the Stroop test example in
Figure 2 (a) in the Appendix. Contrastingly, in congruent trials the
name of the colour matches the display colour. In unrelated trials,

non-colour words (e.g., monkey, ship) are displayed in either red,
blue or green font colours. We had 18 trials in total, with 6 per
each trial type. The Stroop effect expects people to be less accurate
and slower in incongruent trials when compared with congruent
trials [77].

Eriksen’s Flanker Test [22]: During the Flanker test, partici-
pants see five arrows on screen as shown in Figure 2 (b). Each arrow
could point towards left (<) or right (>). In each trial, participants
are instructed to click either the right or the left arrow key on their
keyboard, to indicate the direction of the third arrow. We included
16 such trials in the experiment, with an equal number of congruent
and incongruent trials. In congruent trials all five arrows point in the
same direction (e.g. >>>>> or <<<<<), whereas in incongruent
trials the arrow in the middle points in the opposite direction to
others (e.g. >><>> or <<><<). The task effect is similar to the
Stroop test.

Task Switching Test [58]: We used 16 trials - each displaying
a letter-number combination in one of the squares of a 2 x 2 grid
as shown in Figure 2 (c). Depending on the position of the stimuli
in this grid, participants should focus on either the letter or the
number. More specifically, in trials that display the letter-number
combination on the top two squares, participants only respond to
the letter and press “N” if it is a vowel (e.g., A, E, I, O, U) and “Y” if
it is not. Conversely, if the stimuli is present in one of the lower
boxes, their response is only determined by the number - “N” if the
number is even (e.g., 2, 4, 6, 8) and “Y” if it is not. Two trial types
are used in this test - repeating and switching trials (8 occurrences
each). Repeating trials position the stimuli in top or bottom boxes so
that participants respond to the letter or the number in consecutive
trials. In other words, they would repeatedly focus on either the
letter or the number in both trials. On the other hand, switching
trials would force participants to shift their focus from the letter to
the number or vice versa in consecutive trials.

N-Back Test [66]: The N-Back test measures the working mem-
ory of individuals by asking them to follow a series of stimuli. We
used the 3-back version of the test in this study. In other words,
participants are asked to indicate whether or not the letter they
see on the screen in each trial is what they saw three trials back.
They would press “Y” if it is the same letter and “N” if not. If the
participant’s answer is correct, the bar underneath the displayed
letter turns green, and red if it is incorrect. We measured worker
performance in 16 such trials, with three additional trials in the
beginning of the test to display the first three stimuli.

Self-ordered Pointing Test [68]: Similar to the N-Back test,
Pointing test also measures working memory of participants by
testing their ability to keep track of a sequence of recent actions. As
shown in Figure 2 (e), in each trial participants see 3–12 identical
squares randomly distributed on the screen. At any given time,
one square contains a reward (indicated by a black star in a green
background). Participants are instructed to click one square at a
time without repeating, until the square with the reward is found.
When a box is clicked, if it contains the reward it will briefly turn
green as shown in Figure 2 (e). If not, it will either turn grey if its
empty or red if the participant has clicked on a previously opened
box. The reward switches to a different square each time it is found
and the trial ends when the reward has shifted to all the squares in
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the trial. The test had five trials - each with more squares than the
previous trial.

We present workers with simple and clear instructions and an
example of how to complete the relevant test before they attempt
each cognitive test. Moreover, trials in cognitive tests other than
the Pointing test are set to expire in 3.5 seconds. Prior work notes
setting reasonable time limits for cognitive tests in crowdsourcing
contexts can reduce worker distraction during tests [37]. We collect
response time (in milliseconds), accuracy (a value between 0–1)
for each trial in Stroop, Flanker, Task Switching and N-back. For
the Pointing test, we collect the number of errors and the average
response time per trial.

3.1.2 Personality. As a part of the HIT, participants complete a
standardised 10-item Big-five personality inventory (BFI-10) shown
in Figure 3 (a). The BFI-10 has been previously used by Kazai et al.
[47, 48] to quantify personality of crowdworkers in terms of Open-
ness, Conscientiousness, Extraversion, Agreeableness, and Neuroti-
cism. Created by Rammstedt and John [69], this test can capture
personality traits of individuals while retaining significant levels
of reliability and validity (in comparison to the original 44-item
version [45]) - in research settings with time constraints - such as
crowdwork.

During the test, participants used a scale of 1–5 (1: Disagree
strongly to 5: Agree strongly) to self-report howwell ten statements
describe their personality (see Figure 3 (a) in the Appendix). We
compute a score (between 1–5) for each of the five personality traits
using the scoring key provided by Kazai et al. [47, 48].

3.1.3 Mood. To measure worker moods, we use “Pick-A-Mood”
(PAM) shown in Figure 3 (b) - a simple, intuitive, character-based
pictorial scale to enable users to self-report their mood in one
click [16]. Our decision to use this scale is motivated by crowd-
sourcing literature that recognise PAM as an ideal tool to capture
worker mood in crowdsourcing contexts, where users have low
motivation and little time to report their moods [87]. Previous work
also indicates that visual representations of moods used in PAM
can be accurately interpreted by people of different nationalities
which further attests to its validity [16].

PAM includes a neutral mood (“I”) and 8 non-neutral moods.
The non-neutral moods can be categorised into two main mood
groups [16] - pleasant (B: Excited, A: Cheerful, H: Relaxed, G: Calm),
and unpleasant (C: Tense, D: Irritated, E: Sad, F: Bored). During the
HIT participants are instructed to select the letter that corresponds
to the pictorial representation of the mood that most closely resem-
bles their current mood (or how they feel in that moment).

3.1.4 Comprehension. To test comprehension skills of our partic-
ipants, we use a reading passage recommended for high school
students (grades 9–12), that takes about 5–7 minutes to complete.
After reading the passage, participants answer five multiple-choice
questions (MCQs) based on its content. We use the proportion of
correct answers to the five MCQs as a measure of their compre-
hension skill (a value between 0–1). The comprehension passage,
questions and the answers used for the test are extracted from Read-
Works (www.readworks.org) - a popular online learning platform
that offers reading comprehension questions, on diverse topics such
as world history, geography, art, etc. ReadWorks articles are often

used in literature to test comprehension skills of users in diverse
contexts [12, 24, 79].

3.1.5 Alertness. We use a Psychomotor Vigilance Task (PVT) to
capture worker alertness [26, 31] during the HIT. While the original
PVT lasts for about 10 minutes [18], more recent literature shows
that user response times on a 90-second version of the PVT, strongly
correlates with the original 10-minute version [72]. Shorter ver-
sions of the PVT that typically last for 90 seconds to 2 minutes are
considered appropriate in situations where the 10-minute version
may be impractical [4, 52], such as crowdwork.

This study follows Dingler et al. [19]’s PVT test setup, where user
“alertness” is measured in terms of their reaction time to simple
visual stimulus (a numerical counter), using a PVT test version
that can last for about 90 seconds. During the test participants
see a numerical counter appearing on an otherwise blank screen
in random time intervals (between 2–10 seconds). As shown in
Figure 3 (c), we advise participants to press the “SPACE” bar on
their keyboard as soon as the counter appears on screen. When
“SPACE” bar is pressed, the counter pause for a few seconds before
moving to the next trial. The test includes ten such trials. For each
trial, we record participant’s response time (in milliseconds) - i.e..
the time taken by the participant to press “SPACE” from themoment
the counter appears on screen) - as a measure of their alertness.

3.1.6 Worker Context. We collect contextual information of work-
ers using a post-task survey. In addition to demographic details such
as worker’s age, gender and highest level of education, the survey
inquires their social context (alone or with others) and the type of
workstation used to complete the HIT (primary workstation, tem-
porary workstation, or while commuting). Additionally, we derive
the time of day during which the worker completed the HIT (i.e.,
morning, afternoon, evening or night) based on the start and end
times of the HIT that Amazon Mechanical Turk (AMT) automati-
cally records. We included these contextual variables in the survey
as prior work shows that they are important factors regarding
workers’ willingness to accept and complete crowd tasks [38, 42].

3.2 Crowdsourcing Tasks
Participants complete five micro tasks during the HIT, namely -
Classification, Sentiment Analysis, Transcription, Named Entity
Recognition, and Bounding Box. These tasks are meticulously cho-
sen based on prior literature that investigate task assignment and
recommendation in crowdsourcing platforms [28, 34, 37]. In ad-
dition, a report by Pew Research Center [7] indicates that image
classification tasks that require workers to identify certain pieces
of information in images, tag them (with bounding boxes) or clas-
sify images based its information content are the most frequently
requested (37%) crowd tasks on AMT. Accordingly, in our work
we include Classification and Bounding Box tasks where partic-
ipants complete similar activities. This report further notes that
transcription tasks and other text classification activities (such as
Named Entity Recognition tasks) are the second most frequently
requested (26%) tasks on Mechanical Turk [7]. Similarly, our HIT
include Transcription, Sentiment Analysis (a form of single-label
text classification), and Named Entity Recognition tasks.

www.readworks.org
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Figure 1: (a) Classification; (b) Sentiment Analysis; (c) Tran-
scription; (d) Named Entity Recognition; (e) Bounding Box.

Moreover, we include an equal number of low and high com-
plexity trials in each task type to investigate the impact of task
complexity on how factors in consideration impact worker per-
formance. Task complexity has been reported to impact quality of
crowdsourced data in prior work [5, 34, 73]. For each task type, two
authors first individually categorised trials into low and high com-
plexity groups equally. These categorisations were then collated
and compared against average trial accuracy of 18 pilot participants
who completed these tasks to validate the low and high complexity
trial categories labelled by authors.

3.2.1 Classification. In Classification trials, participants are asked
to select all items they see in an image, out of a list of four items
provided alongside the image as shown in Figure 1 (a). During
the HIT, participants complete 16 such trials - each with at least
one correct answer. The images used for the test are paintings that
represent diverse painting styles from different regions of the world.
The chosen set of images and their corresponding answer options
have been previously used in crowdsourcing studies [28, 34, 37].
We categorise classification trials as low vs. high complexity based
on the number of items an image contains out of the four answer
options provided and how challenging it is to identify them all. For
instance, the example provided in Figure 1 (a) is a high complexity
trial because out of the three correct items participants have to
identify - “Piano” and “Dog” are easily spotted, whereas detecting
the “Fan” is more challenging.

For each trial, we record participant’s response time (in millisec-
onds) and the number of correct labels they identify. We use the
following equation to calculate the accuracy for each trial 𝑡 , with a
set of 𝐴 answers provided by a participant, and a set of 𝐶 correct
answers. Accuracy in each trial is a value between 0 and 1.
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 (𝑡, 𝐴,𝐶) =𝑚𝑎𝑥

[
0,
∑
𝑎∈𝐴

1
|𝐶 | × { 1,

−1,
if 𝑎∈𝐶

otherwise
]

3.2.2 Sentiment Analysis. Participants complete 16 sentiment anal-
ysis trials (extracted from [28, 34, 37]) during the HIT. In each trial,
they see a short sentence on the screen (see Figure 1 (b)) and are
asked to indicate what sentiment the sentence convey - positive,
neutral or negative. We use two types of sentences for this test -
straightforward (low complexity) and sarcastic (high complexity).
For example, sentences like “The weather is great today!” convey a
clearly positive sentiment, whereas some others like “Absolutely

adore it when my bus is late” are sarcastic and hence more chal-
lenging to interpret. In addition to the participant’s response time
(in milliseconds), we record their answer for each trial 𝑎, to com-
pute trial accuracy (0–1) 𝑡 , when the correct answer is 𝑐 , using the
equation below.
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 (𝑡, 𝑎, 𝑐) = { 1,0,

if 𝑎=𝑐
otherwise

3.2.3 Transcription. Each Transcription trial presents an image
with 2–3 sentences of cursive writing, that participants transcribe
to a text box given below the image as shown in Figure 1 (c). This
task includes 12 images that have been previously used in crowd-
sourcing experiments [34, 37]. These images correspond to extracts
from The George Washington Papers, representative of inherent
individual and period-specific variations in handwriting. Accord-
ingly, we categorise manuscript images with more legible extracts
(similar to the example in Figure 1 (c)) as low complexity trials
and others with less legible extracts as high complexity trials. We
record the response time and participant response for each trial
and compute accuracy for each trial 𝑡 in terms of the Levenshtein
distance (LD) [13] between participant’s response string 𝑎 and the
correct answer 𝑐 , using the following equation.
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 (𝑡, 𝑎, 𝑐) =𝑚𝑎𝑥

[
0, 1 − 2×𝐿𝐷 (𝑎,𝑐 )

𝑠𝑡𝑟𝑖𝑛𝑔_𝑙𝑒𝑛𝑔𝑡ℎ (𝑐 )
]

3.2.4 Named Entity Recognition. The Named Entity Recognition
(NER) task includes 10 trials - each displaying brief text passages
taken from the publicly available CoNLL-2003 dataset 1. It includes
1393 English news articles and has been used in prior crowdsourc-
ing experiments [25, 63, 85]. The news articles we chose have 147
words (range: 80–231) and 14 correct tags (range: 11–18) on aver-
age. Accordingly, we categorise trials with less than 14 correct tags
as low complexity and those with more than 14 correct tags as high
complexity. Moreover, considering that the average reading speed
of most adults is around 200 to 250 words per minute, all of these
articles can be realistically read in less than a minute.

We used Amazon SageMaker’s NER template shown in Figure 1
(d) to integrate this task to the HIT. In each NER trial, we ask
participants to read the text carefully, and highlight and tag words
or phrases of text that match any one of the following entities -
“Person”, “Location”, and “Organisation”. Start and end positions of
each tagged word or phrase in the text along with the associated
entity are recorded for each tag participants make. We calculate
the F1 score for each trial 𝑡 , by comparing a set of participant
responses 𝐴, with the set relevant correct answers 𝐶 as indicated
by the equation below.
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 (𝑡, 𝐴,𝐶) = 2 ×

[ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 (𝐴,𝐶 )×𝑅𝑒𝑐𝑎𝑙𝑙 (𝐴,𝐶 )
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 (𝐴,𝐶 )+𝑅𝑒𝑐𝑎𝑙𝑙 (𝐴,𝐶 )

]
3.2.5 Bounding Box. In the Bounding Box task, participants are
instructed to use a bounding box tool to draw boxes (or rectangles)
around human faces in a series of images. Each trial presents an
image of people in different social contexts and participants can
draw as many rectangles as necessary over each instance of the tar-
get (i.e. human faces). We use Amazon SageMaker’s Bounding Box
template shown in Figure 1 (e). The task has 10 trials in total, with
half of them displaying images with 2–6 clearly visible human faces

1https://paperswithcode.com/dataset/conll-2003
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(low complexity) and the rest with 10–14 human faces (high com-
plexity). These images have been used in previous crowdsourcing
experiments [2, 36].

For each Bounding Box trial, we collect participant’s response
time and position of the rectangles they generate. We then calculate
accuracy for each trial 𝑡 , by computing the Intersection Over Union
(IOU) score that compares a set of participant responses 𝐴, with
the set relevant correct answers 𝐶 as indicated by the equation
below. IOU score is a metric that is recommended for accuracy
computation in Bounding Box tasks [3, 71].
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 (𝑡, 𝐴,𝐶) = 1

|𝐶 | ×
[ ∑

𝑐∈𝐶 max(0, 𝐼𝑂𝑈 (𝑐, 𝑎 ∈ 𝐴))
]

3.3 Study Deployment
We hosted the experiment on a publicly accessible server with an
integrated PostgreSQL database to store worker data. We used psi-
Turk [32] to integrate the experiment server with AMT seamlessly,
meaning that workers were not redirected to an external server.
Additionally, several jsPsych plugins [15] and Amazon SageMaker
templates [46] were used to create the interfaces used for tests and
crowd tasks included in the experiment.

In our study, we integrated all tests and tasks to a single survey
and deployed it as a HIT on AmazonMechanical Turk. We recruited
workers who are above 18 years old, fluent in English, and reside in
the US. Moreover, eligible workers needed to have completed more
than 1000 HITs with an approval rate above 95% - a commonly used
qualification criteria in AMT studies [67]. In addition to the above
criteria, a pre-qualification survey was used to select workers who
have access to a computer with a keyboard (laptop or a desktop
computer) to complete the HIT as certain tasks required them to
press a key on their keyboard. Eligible workers could preview our
task description where we clearly specified that the survey will take
approximately 60 minutes to complete (which is the average time
taken by 18 pilot participants) and must be completed in a single
sitting. Furthermore, workers were provided with the instructions
and the requirements of the survey before accepting the task.

Upon accepting the HIT, workers first completed all the tests in
a randomised order. Workers then completed the PVT alertness test
(Section 3.1.5) immediately before they completed the five crowd
tasks described in Section 3.2 - also in a randomised order. The
alertness test was positioned in this manner to capture worker’s
alertness just before they start working on the crowd tasks. The
PVT alertness test was not repeated as prior work indicates that re-
peating the test every two hours is sufficient to continuously assess
alertness [78]. Once workers completed the crowd tests, they were
presented with the brief post-task survey described in Section 3.1.6
that captured their demographics and contextual details.

The experimental design was approved by the Ethics Committee
of our university. We piloted our experimental setup using 18 par-
ticipants before the survey was deployed to AMT.We then analysed
the time spent by pilot participants on each survey item to deter-
mine the relevant first quartile (Q1) value. When the experiment
was deployed on AMT, these Q1 values were used to determine
whether to accept worker submissions or not. More specifically,
workers who answered the survey in full and spent sufficient time
(above Q1) in 80% of the survey items, received a payment of 15 USD
for participation. The payment was decided based on the average

time spent by our pilot participants to complete the same survey in
a single sitting (60 minutes) and the highest minimum wage in the
US [64] at the time of this study (15 USD).

4 RESULTS
A total of 354 workers completed the HIT. 315 responses were eligi-
ble for further analysis, having spent sufficient time in at least 80%
of the survey items. On average workers spent 74 minutes (𝑆𝐷 = 31)
completing the survey. The average time spent by workers com-
pleting each test and task included in the survey are provided in
the Appendix (Table 1). Additionally, the final sample includes 183
and 132 workers who self-identified themselves as women and men
respectively, have completed at least high school (with 84% having
completed a Bachelor’s degree or a higher qualification), and are
between 19–69 years old (𝑀 = 39.6, 𝑆𝐷 = 11.6).

4.1 Outcomes of the Tests Used
4.1.1 Cognitive Tests. Worker performance and response time in
the five cognitive tests is shown in Figure 4 in the Appendix. On av-
erage, accuracy is highest in the Flanker test (𝑀 = 0.76, 𝑆𝐷 = 0.32)
and lowest in the N-Back test (𝑀 = 0.42, 𝑆𝐷 = 0.17). Addition-
ally, workers have spent the highest and lowest amount of time
responding to Task Switching (𝑀 = 1.80, 𝑆𝐷 = 0.58) and Pointing
(𝑀 = 0.95, 𝑆𝐷 = 0.72) trials.

Moreover, worker accuracy and response times reported for
Stroop, Flanker and Task Switching trials establish the presence
of corresponding task effects as expected. More specifically, one-
sample Wilcoxon signed rank tests show that the difference in
accuracy between congruent and incongruent trials is significantly
higher than 0 in both Stroop (𝑉 = 7064.5, 𝑝 < 0.001) and Flanker
tests (𝑉 = 12055, 𝑝 < 0.001). Similarly, the difference in accuracy
for repeating and switching trials in the Task Switching test is
significantly higher than 0 (𝑉 = 13406.5, 𝑝 = 0.0103). Addition-
ally, we note that one-sample t-tests show significant differences
in response times for congruent and incongruent trials in Stroop
(𝑡 (314) = −8.77, 𝑝 < 0.001) and Flanker tests (𝑡 (314) = −5.53,
𝑝 < 0.001), as well as for switching and repeating trials in the Task
Switching test (𝑡 (314) = −2.43, 𝑝 = 0.015).

4.1.2 Personality. The mean scores reported for Openness (𝑀 =

3.17, 𝑆𝐷 = 0.74), Conscientiousness (𝑀 = 3.8, 𝑆𝐷 = 0.84), Ex-
traversion (𝑀 = 3.16, 𝑆𝐷 = 0.93), Agreeableness and (𝑀 = 3.53,
𝑆𝐷 = 0.90), and Neuroticism (𝑀 = 2.57, 𝑆𝐷 = 1.00) are signifi-
cantly similar to the mean values reported by Kazai et al. [47] in
their study analysing the importance of personality for relevance
labelling tasks. Accordingly, the higher average scores for Consci-
entiousness, Agreeableness and the lower score for Neuroticism
traits indicate that our worker sample in general tends to perform a
thorough job, are trusting and helpful, and emotionally-stable. The
borderline mean scores for Openness and Extraversion indicate no
particular disposition on these traits in our worker sample.

4.1.3 Mood, Comprehension, and Alertness. 80% (𝑛 = 251) of the
workers reported to be in a pleasant mood, with another 15%
(𝑛 = 47) in an unpleasant mood, and the remaining 5% (𝑛 = 17)
in a neutral mood. Our preliminary analysis also indicates com-
prehension scores in the range of 0–1, with an average score of
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0.52 (𝑆𝐷 = 0.25). This borderline score for the comprehension task
indicates average comprehension skill in the recruited worker sam-
ple. Additionally, we note an average response time of 0.99 seconds
(𝑆𝐷 = 0.86) for the alertness trials included in the survey, indicating
that workers were generally alert as they completed the survey.

4.1.4 Worker Context. 77% (𝑛 = 242) of the workers completed the
survey when by themselves, whereas the remaining 23% (𝑛 = 73)
were surrounded by other people as they completed the survey. Ad-
ditionally, out of the 315 workers in the final sample, 74% completed
the survey from a dedicated primary workstation, while another
17% and 9% of the workers were at temporary workstations (e.g.,
a library or a cafe) and were commuting, respectively. Moreover,
31.5%, 26%, 19% and 23.5% of the workers completed the survey
during night, morning, afternoon and evening hours, respectively.

4.2 Outcomes of Crowdsourcing Tasks
Worker accuracy (between 0–1) and response time (in seconds) for
high and low complexity trials in each of the five crowdsourcing
tasks are shown in Figure 5 in the Appendix. One-sample Wilcoxon
signed rank tests applied to the difference in average worker ac-
curacy in low vs. high complexity trials indicate that the accuracy
differences varied from 0 significantly (𝑝 < 0.001) in all five task
types: Sentiment Analysis - 𝑉 = 38148, Classification - 𝑉 = 43202,
Transcription - 𝑉 = 41188, Named Entity Recognition (NER) -
𝑉 = 49659, Bounding Box - 𝑉 = 13314. Similarly, one-sample t-
tests show significant differences in response times for high vs.
low trials in Sentiment Analysis (𝑡 (314) = 4.85, 𝑝 < 0.001), Clas-
sification (𝑡 (314) = 2.75, 𝑝 = 0.006), Transcription (𝑡 (314) = 6.23,
𝑝 < 0.001) and Bounding Box trials (𝑡 (314) = 10.54, 𝑝 < 0.001).
Average response times in high and low complexity NER trials were
not significantly different (𝑡 (314) = 1.67, 𝑝 = 0.10). These results
confirm that the low–high trial complexity manipulations used for
the five crowdsourcing tasks included in this study is successful.

We note that workers found low complexity NER trials most dif-
ficult (𝑀 = 0.28, 𝑆𝐷 = 0.23), whereas low complexity Classification
trials reported the highest mean accuracy (𝑀 = 0.67, 𝑆𝐷 = 0.21).
They took most time completing high complexity transcription
trials (𝑀 = 103.65, 𝑆𝐷 = 83.00), whereas workers were fastest in
low complexity Sentiment Analysis trials (𝑀 = 3.76, 𝑆𝐷 = 3.94).

4.3 Predicting Crowd Task Accuracy
We perform model selection using step-wise Generalised Linear
Models (GLM) to identify statistically significant effects of the fol-
lowing predictor variables on worker accuracy in the five different
crowdsourcing tasks considered in this study. GLMs allow us to
identify the effect of a set of predictor variables on an outcome vari-
able (worker accuracy) while following an arbitrary (i.e., possibly
non-normal) distribution. Additionally, as we identified significant
differences in accuracy for high vs. low complexity trials in all
five crowdsourcing tasks, we ran separate GLMs for high vs. low
complexity trials in each task type. For each worker we compute:

• Average accuracy in Stroop, Flanker, N-Back, Pointing and Task
Switching tests (range: 0–1).

• Average response times in Stroop, Flanker, N-Back, Pointing
and Task Switching tests in seconds.

• Average test effects for Stroop, Flanker and Task Switching
tests, accuracy (range: -0.5–1) and response time (in seconds).

• Personality scores for Openness, Conscientiousness, Extraver-
sion, Agreeableness and Neuroticism (range: 1–5).

• Self-reported mood: Pleasant, Unpleasant or Neutral.
• Comprehension score (range: 0–1).
• Comprehension response time in seconds.
• Average response time in alertness trials in seconds.
• Time of day: Night, Morning, Afternoon, Evening (self-reported
data was verified based on the HIT start time).

• Social context: By self, With others.
• Workstation: Primary, Temporary, Commuting.

All statistically significant predictors (𝑝 < 0.05) included in the
final models with their Mean Absolute Error (MAE), Root Mean
Square Error (RMSE) and R-Squared (R2) values are provided in
Table 2 in the Appendix. We report partial eta squared as a measure
of the strength of an effect - i.e., 0.01 = small, 0.06 = medium, 0.14
= large - as per Cohen [9] and Winkler et al. [84]. Moreover, final
predictors report variance inflation factors well below the often-
used threshold of 5 to detect multicollinearity [33].

4.3.1 Comparing to Previous Work. As prior work has proposed
using cognitive test outcomes for crowd task assignment, we then
examine whether additional worker factors explored in our work
can provide improved worker performance estimations. For better
comparability, similar to Hettiachchi et al. [34], we implement Beta
Regression, GLM and Random Forest models with 5-fold cross-
validation (100 repeats) and evaluate with MAE, RMSE, and R2
values. As shown in Figure 6 and Table 3 in the Appendix, predictive
models that utilise all the worker factors consistently outperform
models that only use cognitive test outcomes.

4.3.2 Simulated Task Assignment. Moreover, to investigatewhether
our task accuracy predictions are useful for practical task assign-
ment, we run a simulated experiment where we select a specific
percentage (𝐾) of workers for each task, based on their predicted
task accuracy. We obtain predicted task accuracy values using our
cross-validated Random Forest models (5-folds, 100 repeats). Fig-
ure 7 in the Appendix shows the observed (i.e. actual) task accuracy
of the selected and remaining workers. For example, in bounding
box task when 𝐾 = 25, we select 25% of the top performing workers
based on predicted task outcomes, resulting in observed mean task
outcomes of 0.54 mIOU for selected workers and 0.37 mIOU for
the remaining workers. Our simulation demonstrates that consis-
tent worker performance improvements across all five tasks can be
obtained through task assignment based on all worker factors.

5 DISCUSSION
This study set out to understand if worker performance estimates
used for micro crowd task assignment can be improved by consider-
ing a combination of worker factors. We find that predictive models
that account for different worker factors i.e., personality, mood,
alertness, comprehension skill, and social and physical context in
tandem with their cognitive ability, outperform models that only
account for the latter in estimating worker performance in five
different micro crowd tasks. Consequently, these inclusive models
can also optimise task assignment despite the heterogeneity of the
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micro tasks considered. Therefore, in the context of heterogeneous
micro crowd tasks, using a holistic approach that goes beyond
workers’ cognitive ability can result in more accurate performance
estimations for task assignment.

Additionally, except for mood, all worker factors investigated in
this study show statistically significant effects on worker perfor-
mance in at least one task as shown in Table 2. We further note that
these worker factors impact worker performance in different micro
crowd tasks, at different capacities (as indicated by low–high effect
sizes). For instance, workers’ comprehension skill that impact their
performance in all tasks, shows highest impact in the Named Entity
Recognition task that requires them to understand and interpret
textual stimuli. We also note that worker context variables (social
context, workstation and time of day) are more important in Tran-
scription, Named Entity Recognition and Bounding Box tasks that
are generally more time-consuming than the others (see Figure 5).
Our findings with regard to the Sentiment Analysis task also imply
that effects of certain worker factors like personality can become
more evident as task complexity increases.

Therefore, we argue that using a collection of tests to make more
holistic performance estimations is crucial to optimise micro task
assignment in crowdsourcing platforms. This can be facilitated as
an open, test repository framework that holds worker scores in
tests they have completed, while also allowing requesters to add
new tests as necessary. We emphasise that scores relating to worker
factors like cognitive ability, personality and comprehension skills
are more durable than some other factors like worker mood, context
and alertness that need to be evaluated more often. Hence, these
temporal differences should be considered when deciding re-testing
requirements. However, as per our results shown in Table 1 (in the
Appendix) tests that need to be frequently completed i.e., mood,
alertness, and context are less time-consuming than others.

However, for the proposed test repository framework to be effec-
tive, a mechanism that can determine task-tests relationships for
tasks that are not considered in this study is crucial. Our study inves-
tigates and presents task-tests relationships for five most frequently
requested micro task types on typical crowdsourcing platforms [7].
Therefore, as an initial step, machine learning models that predict
task similarity can be leveraged to expand task-tests relationships
we present, to other crowd tasks [1]. As more data on worker fac-
tors and their task performance become available organically, these
task similarity predictions will naturally improve.

Moreover, we should consider the effort and cost (financial and
otherwise) associated with the proposed test repository framework
to workers and requesters. Toxtli et al. [80] note that a typical
crowd worker already spends approximately 33% of their time
on crowdsourcing platforms on unpaid “invisible labour” (e.g., to
find appropriate tasks, communicate with requesters, manage pay-
ments). Therefore, it is crucial that workers are fairly compensated
for the tests they complete, to avoid adding on to “invisible labour”.
A potential solution would be for the test repository framework to
charge a reasonable fee from the requesters who access the test data
for task assignment, that can then be used for worker compensation.
To motivate the proposed test repository concept from a requester’s
perspective, we point towards our task assignment results (Figure 7)
and prior literature [17, 37, 44] that indicate additional cost of run-
ning qualification tests can be recovered by having to recruit fewer,

higher quality workers who are better suited for the task. This
can also reduce the amount of time and effort requesters spend on
post-processing quality control.

Additionally, knowing what tests are necessary to be eligible for
a task can allow workers to determine if completing tests is worth
the effort [80]. For example, our findings in Table 2 suggest that
workers who perform well in the comprehension test are likely to
be eligible for all tasks considered in this study (i.e. statistically sig-
nificant, comparatively high effect sizes for comprehension score).
Therefore, to encourage workers to complete tests, the framework
can indicate potential earning opportunities each test can provide.
This can be in the form of other tasks that require the same qualifi-
cation, which can significantly reduce the “invisible labour” spent
by workers searching for tasks that suit their skills [80]. Moreover,
having an open, test repository can ensure that workers do not
have to repeat the same test to be eligible for similar tasks, un-
less their scores are no longer applicable. Another approach would
be to provide an accurate prediction of how much other workers
who completed the same test earned on average, until re-testing
is required. Savage et al. [74] has shown that encouraging work-
ers to mimic strategies of high-earning “Super Turkers” - a notion
similar to the latter approach - can significantly improve earning
opportunities of novice workers.

6 CONCLUSION & FUTUREWORK
As crowdsourced data is increasingly being harnessed in life-critical
decision making systems, quality control has become more im-
portant than ever. Task assignment is an effective quality control
mechanism, where optimal task-worker relationships are uncov-
ered based on estimated worker performance and used to assign
tasks that are better suited for each individual worker’s skill set. In
contrast to prior work that focus exclusively on one worker factor,
this study proposes estimating worker performance using holistic
models that account for diverse worker factors in tandem. Our
results assert that inclusive models are more effective for worker
performance estimations, particularly as micro crowd tasks are be-
coming more and more heterogeneous. We discuss implications of
our findings for heterogeneous micro task assignment and propose
using an open, test repository that records worker factors captured
using relevant tests and reuses this data to match workers with
tasks that are most suited for their profile.

There are several limitations to our work. While we considered
numerous worker factors when investigating task-test relationships
across five micro tasks, it is not an exhaustive list of worker factors
or crowd tasks. There are other worker factors i.e., behavioural and
past performance data, and crowd tasks i.e., audio/video annotation
that we did not consider. Furthermore, while the task types we
considered were meticulously chosen to be representative of the
more frequently requested, heterogeneous micro tasks available
on crowdsourcing platforms [7, 34], it is not an exhaustive list of
crowd tasks. Additionally, while our results confirm that relation-
ships between certain tests and tasks exist, they do not necessarily
mean causation. Therefore, we encourage future work to investi-
gate effects of additional worker factors on more diverse crowd
tasks to expand our findings and interpret relationships between
test–task performance in depth.
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Figure 2: Examples of cognitive tests used in the study.

Figure 3: (a) 10-item BFI [47, 48, 69]; (b)“Pick-A-Mood” scale
used tomeasureworkermoods; (c) Interface of the Psychomo-
tor Vigilance Task (PVT) used to capture worker alertness.

Figure 4: Accuracy (A), response times (B) for cognitive tests.

Figure 5: Accuracy (A), response times (B) for high/low com-
plexity crowdsourcing trials.Mean values indicated as points.

Figure 6: RMSE and R2 outcomes of Beta Regression, GLM
and Random Forest models show that models using all
worker factors consistently outperform models that only
use cognitive tests.

Figure 7: Observed task accuracy of selected and remaining
workers in simulated task assignment. Choosing a subset
of workers based on predicted task accuracy can improve
overall worker performance across all five tasks.

Test/Crowd Task Average time spent (s) SD (s)

Tests
Stroop 34 12
Flanker 31 11
n-Back 37 11
Pointing 125 78
Task Switching 58 121
Comprehension 443 481
Mood 40 137
Personality 81 89
Alertness 62 11

Crowd Tasks
Sentiment Analysis 74 65
Classification 381 242
Transcription 1061 660
Named Entity Recognition 934 536
Bounding Box 460 300

Table 1: Average time (including the time spent on reading
the instructions and completing all trials) spent by workers
completing different tests and crowdsourcing tasks.
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Variable Sentiment Analysis Classification Transcription Named Entity
Recognition Bounding Box

Low High Low High Low High Low High Low High

Stroop accuracy − − − − − − 0.02∗ 0.03∗∗ 0.04∗∗∗ 0.04∗∗∗
Stroop response time − 0.02∗ − − − − 0.04∗∗∗ 0.06∗∗∗ 0.03∗∗ 0.05∗∗∗
Flanker accuracy − − 0.02∗∗ − − − − 0.02∗ − − −
Flanker response time 0.01∗ 0.04∗∗∗ 0.02∗∗ − − − − 0.05∗∗∗ 0.07∗∗∗ 0.06∗∗∗
Flanker effect (accuracy) 0.02∗∗ − − − 0.03∗∗ 0.03∗∗ − 0.01∗ − −
N-back response time − − − − 0.02∗ − − − − −
Task switching accuracy − − 0.02∗ − − 0.03∗∗ 0.02∗ 0.03∗∗ − −
Task switching response time 0.05∗∗∗ 0.08∗∗∗ 0.05∗∗∗ 0.02∗∗ − − 0.02∗ 0.04∗∗ − −
Task switching effect (response time) − − − − − 0.02∗ − − − −
Pointing accuracy − − 0.02∗ 0.04∗∗∗ − − 0.02∗ − − −
Comprehension score 0.11∗∗∗ 0.10∗∗∗ 0.03∗∗ 0.04∗∗∗ 0.05∗∗∗ 0.03∗∗ 0.18∗∗∗ 0.18∗∗∗ 0.03∗∗ 0.05∗∗∗
Comprehension response time 0.01∗ − 0.01∗ − − − − − − −
Alertness response time 0.01∗ − 0.02∗ − 0.04∗∗∗ 0.03∗∗ − − − −
Openness 0.03∗∗ 0.07∗∗∗ − − − − − − − −
Conscientiousness − 0.04∗∗∗ − − − − − − − −
Extraversion − 0.04∗∗∗ 0.01∗ 0.03∗∗ − − 0.04∗∗ 0.03∗∗ − −
Agreeableness 0.02∗∗ − − − − − − − − −
Neuroticism − − − − − − 0.01∗ 0.03∗ − −
Time of day − 0.04∗ − − 0.02∗ 0.03∗∗ 0.01∗ − − 0.02∗∗
Workstation − − − − − − 0.02∗ 0.03∗∗ 0.03∗ 0.03∗∗
Social context:workstation 0.04∗∗∗ − − − 0.04∗∗ − − − − −
Social context:time of day − − − 0.04∗∗ − 0.04∗∗ − − − −
Time of day:workstation − − − − − − − − 0.06∗∗ 0.06∗∗

MAE 0.14 0.15 0.13 0.12 0.18 0.21 0.13 0.14 0.16 0.12
RMSE 0.17 0.19 0.17 0.14 0.24 0.26 0.17 0.17 0.20 0.15
R2 0.36 0.48 0.28 0.26 0.28 0.28 0.49 0.47 0.29 0.37

Table 2: Effect sizes (as partial eta square values) of statistically significant predictors in low and high complexity trials for the
five crowdsourcing tasks used; *** = 𝑝 < 0.001, ** = 𝑝 < 0.01, * = 𝑝 < 0.05

MAE RMSE R2
Method Task All Tests Cognitive All Tests Cognitive All Tests Cognitive

Beta Regression Sentiment Analysis 0.132 0.157 0.162 0.190 0.407 0.197
GLM Sentiment Analysis 0.130 0.156 0.160 0.189 0.420 0.193
Random Forest Sentiment Analysis 0.121 0.139 0.149 0.174 0.506 0.306

Beta Regression Classification 0.127 0.125 0.155 0.156 0.168 0.141
GLM Classification 0.126 0.124 0.155 0.156 0.178 0.149
Random Forest Classification 0.117 0.121 0.142 0.150 0.281 0.197

Beta Regression Transcription 0.226 0.243 0.274 0.284 0.141 0.073
GLM Transcription 0.209 0.222 0.265 0.274 0.164 0.088
Random Forest Transcription 0.213 0.222 0.261 0.273 0.158 0.085

Beta Regression Named Entity Recognition 0.147 0.167 0.187 0.204 0.330 0.205
GLM Named Entity Recognition 0.146 0.167 0.186 0.204 0.356 0.216
Random Forest Named Entity Recognition 0.132 0.147 0.162 0.184 0.518 0.352

Beta Regression Bounding Box 0.162 0.159 0.199 0.193 0.165 0.172
GLM Bounding Box 0.155 0.154 0.194 0.191 0.177 0.176
Random Forest Bounding Box 0.149 0.152 0.184 0.188 0.227 0.187

Table 3: MAE, RMSE and R2 values for comparing Cognitive vs. All tests as features in Beta Regression, GLM and Random
Forest models with 5-fold cross validation (100 repeats) across all the tasks. Best MAE (lower), RMSE (lower) and R2 (higher)
values are given in bold text.
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