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ABSTRACT
Content moderation is an important element of social computing
systems that facilitates positive social interaction in online plat-
forms. Current solutions for moderation including human modera-
tion via commercial teams are not effective and have failed to meet
the demands of growing volumes of online user generated content.
Through a study where we ask crowd workers to moderate tweets,
we demonstrate that crowdsourcing is a promising solution for
content moderation. We also report a strong relationship between
the sentiment of a tweet and its appropriateness to appear in public
media. Our analysis on worker responses further reveals several
key factors that affect the judgement of crowd moderators when
deciding on the suitability of text content. Our findings contribute
towards the development of future robust moderation systems that
utilise crowdsourcing.
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1 INTRODUCTION
With the volume of online user generated content growing steadily
over the past years, moderating this content has become an im-
portant challenge. Popular social media networks acknowledge
that moderation is essential to ensure the safety online and have
set out clear community guideline or policies to determine what
content will be potentially removed from platforms (e.g., Facebook
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Community Standards1, Twitter Media Policy2, and YouTube Com-
munity Guidelines3). Such platforms use dedicated human content
moderators [25] and advanced machine learning techniques for
content moderation. However, even with relatively large moder-
ation teams, these platforms often fail to cater for the growing
demand4. Apart from popular social media networks, most current
commercial moderation methods use simple approaches such as
black-lists and regular expressions. These methods tend to fail and
scale poorly when assessing more elusive content such as hate
speech or derogatory (language which attacks an individual or a
group but not hate-speech) in large volumes populated by users
from diverse backgrounds. Thus, moderating online user generated
content requires a highly versatile and scalable solution.

Crowdsourcing provides an economical and effective way to
reach a large number of online workers [3, 18, 19]. As the collective
judgement of crowd workers is often comparable or superior to the
automated approaches [1, 11, 14], crowdsourcing presents itself as
an effective approach for content moderation [23]. In this work, we
use the wisdom of the crowd to create a more robust content mod-
eration mechanism. We conducted a study on Amazon Mechanical
Turk (MTurk)5 where we asked participants to rate if a given tweet
is appropriate for a general audience. 28 workers provided 2,400
labels along with justifications for their judgements. We show that
human annotation with regard to the appropriateness of content
is also correlated with the sentiment of the tweet evaluated by a
state-of-the-art automated sentiment classifier. We further explore
different motivations a moderator would have to mark content as
inappropriate.

2 RELATEDWORK
2.1 Moderating User Content
Moderating online user generated content has always been recog-
nised as a highly challenging task [22]. Nobata et al. [24] sum-
marises several concerns that can increase the complexity in the
moderation process. First, users who create inappropriate content
aim to avoid moderation by intentionally obfuscating words or
phrases (e.g., through replacing letters with numbers or special
characters). Second, racial or minority insults can vary depend-
ing on many factors like the context, the targeted group, and the
locality. Specific phrases and words also evolve over time. Thus,
using a static mechanism is not sufficient. Third, some inappropri-
ate content may still be free of grammatical errors and sound very
eloquent. This makes it difficult, even for an experienced moderator,

1https://www.facebook.com/communitystandards/objectionable_content
2https://help.twitter.com/en/rules-and-policies/media-policy
3https://www.youtube.com/yt/about/policies/#community-guidelines
4https://www.eff.org/deeplinks/2019/04/content-moderation-broken-let-us-count-
ways
5https://www.mturk.com
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to spot them at first sight. Fourth, the content may span into several
sentences. Automated methods often fail to make a judgement by
inferring meaning from a sequence of sentences. Finally, linguistic
features like sarcasm, metaphors and irony could result in user
content being inaccurately flagged as inappropriate content.

Research has shown it is effective to incorporate different natural
language processing techniques such as sentiment analysis, text
normalization with machine learning methods to achieve better
automated moderation [24, 26]. However, such implementations
are mostly limited to specific types of inappropriate content such as
profanity. Moderating non-text-based content such as images and
videos could be more challenging than text-based content. Specifi-
cally, computer vision research has used deep learning techniques
to identify the sentiment of an image [29]. Regardless, model-based
moderation requires a high-quality annotated dataset which needs
to be updated constantly to keep up with the constant changes in
online communities.

Sentiment Analysis, particularly on Twitter data, has been ex-
tensively researched [20]. Apart from the main text included in the
tweet, many other parameters like hashtags, emoticons, number
of retweets are known to be useful in sentiment analysis. Several
studies have used crowdsourcing for sentiment analysis specifically
to create a base sentiment model and to further enhance the recent
and misclassified data in a real-time stream [28].

2.2 Crowdsourcing for Content Moderation
Crowdsourcing has been successfully utilised to harness large vol-
umes of human judgements for tasks that are traditionally complex
for machines [3, 10]. For example, crowdsourcing can be used to de-
tect fraudulent product reviews that appear authentic and written
with the intent to mislead [14].

Ghosh et al. [5] first proposed a framework for using crowd-
sourcing for moderating user generated content. They presented an
efficient algorithm that can detect abusive content using the iden-
tity of a single trustworthy contributor. However, their validation
is limited to a simulation and does not include a deployment in an
actual crowdsourcing platform. In a study that examines abusive
behaviour on Twitter, Founta et al. [4] used crowdsourcing to create
a collection of tweets with abuse-related labels. Such data sets can
be used as training data for machine learning models that detect
inappropriate content. Similarly, Chatzakou et al. [2] used crowd-
sourcing to tag Twitter user profiles as either ‘bully’, ‘aggressor’, or
‘spammer’. They used crowdsourced data as ground-truth to train
and evaluate their proposed method.

Apart from online crowdsourcing, crowd moderation has also
been used in situated crowdsourcing [8, 15, 16]. In practice, one
major challenge in using crowdsourcing for content moderation is
the demand for real-time processing. In public displays, moderation
delay is known to significantly reduce the number of user generated
content [13].

In our work, we deploy a study on MTurk that involves crowd
workers in the moderation process and demonstrates the feasibil-
ity of using crowdsourcing for online content moderation. Using
reasons provided by workers along with their labels, we further
explore factors that people consider to arrive at their judgement.

3 STUDY
Our dataset included a total of 8,665 tweets extracted from Twitter
with the keyword ‘Obama’ with a period of 20 days. The keyword
selected was informed by the need to ensure we obtain tweets that
come from a diverse set of users, tweets that potentially contain
various types of inappropriate content like profanity, and tweets
that are possibly linked to personal beliefs or preferences. The
dataset did not include any duplicate tweets and we also removed
any links or images in tweets.

First, we used Vader [17], a well established lexicon-based sen-
timent analysis tool to gauge the sentiment of each tweet. Vader
provides three sentiment scores: negative, positive and compound.
Using the compound sentiment score, we curated a dataset of 300
tweets to be used in the crowdsourcing study. Compound sentiment
score is a decimal value that ranges from negative (-1) to positive
(+1). We divided the tweets into 20 buckets with each accounting
for a score range of 0.1 (e.g.,0 to 0.1). Then from each bucket we
randomly selected 15 tweets for the crowdsourcing dataset.

The crowdsourcing study was deployed on Amazon Mechanical
Turk. In each HIT (Human Intelligent Task), we presented workers
with a tweet and asked them if the given tweet is suitable for a
general audience (i.e.,to appear on a TV show). Workers categorised
the tweet as either ‘Appropriate’, ‘Inappropriate’ or ‘Unsure’ and
then optionally provided a reason for the selection. For each tweet,
we obtained answers from 8 different workers and the aggregated
rating for each tweet was calculated using the following formula.

A - Number of Appropriate labels
I - Number of Inappropriate labels
U - Number of Unsure labels

Aggregated Rating = A × (+1) +U × (0) + I × (−1)

Based on our evaluation, the completion of each individual task
(moderating a tweet and providing any comments) takes around
1.5 minutes. Based on the highest state minimum wage of the US
$11.50, we paid $0.30 for each tweet. The amount we paid for a
worker is comfortably above the average pay one would receive by
completing regular tasks in MTurk. The study is approved by the
Ethics committee of our university.

4 RESULTS
A total of 28 crowd participants completed the study. All partici-
pants are from the US and worker age range from 25 to 62 years
(M = 36.1, SD = 8.7). For 300 tweets, we obtained 2,400 individual
labels in total. Figure 1 shows the distribution of tweets after calcu-
lating the aggregated rating for each tweet. We see a large number
of tweets that has been approved by all the assigned participants
resulting in an aggregated rating of 8.

There are 8 participants who provided more than 200 labels. For
each of these participants considering tweets that had at least 1
unsure or inappropriate label, we calculated the deviation of their
ratings from the aggregated rating. Figure 2 shows the mean devi-
ation scores across the 8 participants and for certain workers, we
note a considerable difference in their lenience towards accepting
or rejecting content.
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Figure 1: Variation in the number of tweets for each aggre-
gated rating score
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Figure 2: Difference in mean deviation from aggregated rat-
ing for participants who labelled more than 200 tweets

4.1 Sentiment and Moderation
As shown in Figure 3, tweets with a positive compound sentiment
score are more likely to be marked as appropriate by the crowd.
Here, the final aggregated label is classified as appropriate if the
aggregated rating is greater than 6 and classified as inappropriate
otherwise. A Wilcoxon rank sum test further confirms that there is
a significant difference in compound sentiment score among the
two groups of tweets based on the crowd labelling (W = 10295,
p = 0.02).
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Figure 3: Density plot for crowd label for tweets

4.2 Responses from Crowd Workers
We examined the reasons provided by participants along with the
label as the response for each HIT.Workers rarely provided a reason
after labelling a tweet as appropriate. There were 125 responses
where workers provided a reason along with a inappropriate label

and 34 responses with a unsure label whereas only 3 responses con-
tained a reason for an appropriate label. We examined the reasons
provided by workers along with inappropriate and unsure labels
to gain a better understanding of the moderation process and the
factors influenced the participants judgement.

The authors carefully examined and categorised each reason
under four categories: profanity and hate-speech, language issues,
opinion related, off-topic, and other.

4.2.1 Profanity and Hate-Speech. Workers seem to be quite con-
fident about the labels provided under profanity and hate-speech.
These tweets mainly contained swear words or words that are gen-
erally considered rude or offensive, defamatory claims directed at
a particular person, and terms or phrases that express prejudice
against a particular group. We also noticed that corresponding
tweets had a lower aggregated rating, meaning that they were
labelled as inappropriate by a majority of workers.

P04: “Message is aggressive, uses profanity.”

P18: “Inappropriate language”

4.2.2 Language Issues. Tweets that lack the overall quality in terms
of coherence, grammar and spelling were also penalised by many
workers. Workers often used terms such as ‘nonsensical’, ‘incoher-
ent’, and ‘unreadable’ to describe these tweets.

P11: “the tweet is so misspelled it shouldn’t be shown
on TV”

4.2.3 Opinion Related. Certain workers labelled tweets as inap-
propriate due to their personal opinion. These tweets were often
marked as appropriate by a majority of workers. For example, the
following tweets were labelled as inappropriate by a single crowd
worker where as 7 workers labelled them as appropriate. The rea-
sons provided by the workers to justify the inappropriate label
suggest an influence of personal opinion.

Tweet: “There are people out there who have been
stockpiling weapons for decades and they are very
eager to get to use them in their Hollywood daydream
scenario where Obama comes for their guns in the
night. Mass shootings will seem quaint.”
P11: “Seems insulting to the conservative gun owners
you can’t put this on TV for a general audience”

Tweet: “Under President Obama, college graduates
were forced to move back home due to the job market.
Today, youth unemployment is at a 52 year low!”
P18: “Strongly anti-Obama”

4.2.4 Off-topic. A number of workers labelled tweets as inappro-
priate as they were not relevant to the topic ‘Obama’ or contained
advertisements.

P07: “Advertisement, nothing to do with the topic.”
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4.2.5 Other. Reasons that did not fall into above categories repre-
sent tweets that mention sensitive topics and that contains inaccu-
rate facts or details.

P18: “Unsubstantiated defamatory claim”

4.2.6 Reasons for Unsure Labels. We further examine the reasons
provided along with unsure labels. Some workers were uncertain
if a particular topic is sensitive or not for the given moderation
condition.

P04: “Not sure because it mentions ‘weed’. Although, it
is a direct quote, so it’s possible that it would be used.”

In certain cases, workers were also finding it difficult to deter-
mine if a particular tweet qualifies to be marked as inappropriate.
This is mainly because, either they could not understand the content
properly to make a judgement or they were uncertain if a particular
term or expression should be deemed appropriate or not.

P21: “I am not sure the tone/language of this tweet is
appropriate for a general audience.”

P13: “I’m not sure mainly because it is grammatical
nonsense and rambling”

P23: “It doesn’t make sense.”

5 DISCUSSION
Crowdsourcing can be utilised to moderate online user generated
content in multiple ways. First, as we show in our study and as sug-
gested by Ghosh et al. [5], crowd moderation could be implemented
as a standalone moderation mechanism. Second, as demonstrated in
prior work [2, 4], crowd workers can contribute to create accurate
and rich training labels for supervised learning based automated
approaches. Third, by combining crowdsourcing and automated
approaches, a human-in-the-loop moderation system could be im-
plemented. In such a system, the content will be reviewed by crowd
workers, when automated approaches fail to make a confident
judgement.

Our analysis of participant comments reveals interesting insights
that can help create an effective crowdsourcing mechanism for con-
tent moderation. We note participants often labelled unsure when
they found it difficult to decide on borderline content. This could be
improved by providing specific guidelines or illustrative examples
for participants. Many crowdsourcing studies have highlighted the
importance in providing clear instructions to obtain high quality
data [7, 9, 21, 27]. Further, the use of comparative judgements in
place of discrete labels can lead to more reliable answers [12].

From the justifications we received from the crowd workers en-
gaged in the study, we also notice that individual opinion could
have a considerable impact on the moderation process. We also
see in Figure 2 that certain workers lean more towards labelling
content either as appropriate or inappropriate compared to the rest.
As we obtain multiple labels for each item, the influence of per-
sonal opinion is expected to be reduced when using crowdsourcing.
However, this is also valid for dedicated moderation teams and can
have broader implications when only one person reviews content.
Therefore, it is important to set out clear policies, educate and train
commercial content moderators to limit the influence of personal

opinion. In addition, it is also important to take steps towards en-
suring that a diverse set of people contribute to the moderation
process.

Any moderation process that involves humans has many ethical
considerations such as exposure to extreme and explicit content [6].
Human moderators who work in commercial moderation teams
have often suffered from negative effects of prolonged exposure
to such content. This is also one of the main reasons behind low
retention rates in employment related to moderation [25]. We can
argue that crowdsourcing is relatively better than commercial mod-
eration as crowd workers have the freedom to leave a task at any
point. However, it is essential to carefully consider and take appro-
priate measures to limit the potential negative impacts of content
moderation that involves humans.

5.1 Limitations
We acknowledge several limitations of our study. First, in our on-
line deployment, we only received labels from 28 workers. This is
partly due to the nature of typical crowd market places where it
is not straightforward to manage the task assignment. This limits
our ability to analyse any impact of participant attributes such as
age, education level and political leaning on the ratings. Second,
although we created a well-balanced dataset using sentiment score,
the result set has a large proportion of appropriate tweets that
has little value for our analysis. Third, our study does not dynami-
cally moderate the tweets which is required to enable real world
implementation.

6 CONCLUSION AND FUTUREWORK
Using a dataset that contains tweets on a potentially divisive topic,
we show that it is feasible to use crowdsourcing for content mod-
eration. From the results of our study, we also establish a strong
relationship between the sentiment of a tweet and the appropriate-
ness of the tweet to appear in public media. However, numerous
challenges emerge when utilising independent crowd workers for
moderation through online platforms. We uncover and discuss sev-
eral factors that influence the judgement of an individual related to
classifying text content as appropriate or not for a general audience.

A future study on the impact of worker demographics and other
attributes on the moderation process could pave the way to reduce
the bias that could potentially obstruct fair moderation. Modera-
tion delay also has a significant impact on the moderation process.
Therefore, a future study that explores dynamic crowd moderation
could provide further insights on how to utilise crowdsourcing for
moderation.
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